Discrete Probability (Recap)

Let S be the sample space of an experiment with a finite or
countable number of outcomes. We assign probability p(x) to each
outcome x. With n possible outcomes x,, X5, ... and x,, we have:

)0<p(x)<1fori=1,2,.
i Zi:1px, ) =1

The probability of the event E is the sum of the probabilities of the
outcomes in E. p(E) = ZXEEP(X)

P(E)=1-P(E)

P(E,UE,) =P(E,) + P(E;) —P(E, N E,)

P(EN F) =P(E) x P(F) given that E and F are independent
P(EN F) =0 given that E and F are mutually exclusive

P(E| F)=P(EN F)/P(F) conditional probability of E given F

‘E‘ where m is the number of outcomes

n ‘3‘ of E, out of n total outcomes
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Laplace’s definition: p(E) =




